


A. Project Overview

Building a universal nuclear energy density functional

Goal:  reliable theory of low-energy nuclear physics

Participation:  8 universities and 4 DOE laboratories

UNEDF is new in SciDAC II 

 Sponsorship:

--NNSA  $1M/yr
--DOE NP $1M/yr

--ASCR $1M/yr



B.  Science Lesson

We deal with the quantum mechanics of protons and neutrons that
interact with nuclear forces

The Holy Grail is the wave function Ψ(!r1,!r2,!r3, ...)

Ψ : R3N → C

Practical theory is based on orbitals φi("ri) i = 1, ..., N

φ : R3 → C

Orbitals are computed by minimizing the energy functional. 

Some important quantities require further computer-intensive
processing of the orbitals.

We do not yet have the ultimate functional.



C. Parallel Programming Model

UNEDF is an umbrella for a diverse set of codes at various stages of parallelization.

Wave function methods are already highly parallelized: GFMC,  MFD,  CC

Typical coding is F90 + MPI + python data manipulation

All codes run on NERSC.  

Density functional methods are in the initial stages of parallelization:
HFODD, EV8, PROMESSE, FastDFT

Model A:  distribute the 5000 nuclei to different processors.  
Good for production runs with simple functionals.

Model B:  parallelize the orbital solver



D. Computational Methods

MFD:   sparse matrix linear algebra

DFT:   conjugate gradient solvers, linear algebra

FastDFT:   fftw



E. I/O Patterns and strategy

I/O is an issue for DFT:   1GB generated per processor 

Checkpoint/Restart is needed particularly for time-dependent DFT.



F. Visualization

Needed for outreach, not for science or code verification.



G. Performance 

Performance is largely limited by memory.  Degradation starts at
the  cache-RAM interface.



H.  Tools

I. Status and Scalability

J. Roadmap

In two years we want to have a DFT solver that  will deal with orbital data 
sets >1GB and run efficiently on the leadship-class machines.


