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What about Larrabee? 



8-Jul-08 Talk at CScADS Workshop 
4 



8-Jul-08 Talk at CScADS Workshop 
5 

In Order 
m Threads 

In Order 
m Threads 

In Order 
m Threads 

In Order 
m Threads 

In Order 
m Threads 

Processor 
Out of Order 

n Threads 

Processor 
Out of Order 

n Threads 

I$ 

I$ D$ 

In Order 
m Threads 

In Order 
m Threads 

In Order 
m Threads 

In Order 
m Threads 

In Order 
m Threads 

•  Architectural knobs: 
•  How many big cores?  Their hardware threads? 
•  How many little cores?  Their hardware threads? 
•  What’s the interconnect between group(s)? 
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General Purpose Cores 
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C C Interconnect Fabric 

Major Heterogeneous Multi-Core 
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CISD 

SIMD MIMD 

CPUs GPUs 

•  Both approaches use hw threads to get more done 
•  CPUs have low thread count, expect complex work 
•  GPUs have high thread count, expect simple/similar work 
•  How to divide the work is a semantic knowledge problem 
•  There may not exist a single point of convergence 
•  But this is today’s problem . . .  
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+ + + + + + + +

Element-wise operations 

Arbitrary communication 

+ + + +
+ + + + + + + +

+ +
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Reductions 

[[ ][ ][[ ][ ]]] 

Nested parallelism 
trees, graphs, sparse matrices, … 

Data parallelism provides a rich set of types & operations 
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