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General Visualization with ParaView
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Presentation Notes
An open-source, scalable, multi-platform, general-purpose visualization application.

Support for distributed computation models to process large data sets.

An open, flexible, and intuitive user interface.

An extensible, modular architecture based on open standards.

Commercial maintenance and support.

Not going to talk about general functionality now (much more on that tomorrow).



ParaView Usage: Around the World

ZSU23-4 Russian Anti-Aircraft planar wave. 2.5 billion 
cells, US Army Research Laboratory

Analysis of the "ELAC" two-stage-to-orbit space system and an analysis of 3D unsteady 
free surface flows in PELTON turbines, Swiss Supercomputing Center (CSCS). 
Sandia and CSCS recently authored two joint papers.

CFD group at NACAD/COPPE/UFRJ, 
Rio de Janeiro, Brazil

DNS simulation of a planar jet. Vorticity norm colored 
by positive Q criterion. LASEF/IST, Lisboa, Portugal
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Used at scores of labs and universities worldwide.

Over 3500 downloads/month.





ParaView Usage: Large Scale Visualization
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At Sandia, ParaView is regularly used to implement large scale visualizations.

Here are some examples.



ParaView Availability
• Free to download and use (www.paraview.org).
• Cross platform.

– Windows, Mac OS X, Unix (Linux, AIX, HP, Sun, 
IRIX, …).

• Parallel Processing Servers.
– Linux-based clusters (with and without GPU).
– BlueGene/L.
– Cray XT3 (RedStorm) (batch processing only).
– ASC Purple.

http://www.paraview.org/


Future Work: I/O Dominating Factor
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As we move to petascale, I/O is the dominating factor in large-scale visualization.

Many of us will be using a petascale supercomputer at a remote site.

Should be common within the SciDAC projects.

Our only real access is a wide-area-network to the remote facilities.

Copying data over from the supercomputer to a local visualization/analysis resource is a classical approach.

Still used regularly today.

For data approaching the petabyte range, the data transfer is time consuming.

Often faster to “fed-ex” hard drives from one facility to another.
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For several years we have been promoting locating the visualization resources at the same site as the supercomputer.

Sometimes we use the same supercomputer as the simulation, given appropriate hardware and scheduling.

We have several years experience providing interactive visualization over network connections.

However, some interaction can be lacking when over a high latency wide-area-network.

How do you provide a minimal 10 Hz refresh rate when there is a 100ms lag in the network?
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As we scale up, even writing and reading data from disk is problematic.

Already simulations are forced to throw out mass quantities of data.

Usually write out with a low temporal fidelity.

Truly problematic for analysis like tracing streams in flow or tracking fragments.

Solution: move the visualization in core with the simulation.

Hypothesis: we can generate image or extract salient features in a fraction of the time to write the data.

We are just recently approaching this problem, looking at a few selected simulations.

Trying to make it “easy” to integrate into various simulation codes is still a head scratcher.
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